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This document presents both the oral and written versions of a paper
presented (in 15 mInutes) on 12 Apr11 1978 at the 1978 IEEE International
Conference on Acoustics, Speech, and Signal Processing, in Tulsa, Oklahoma.

main en~hasis of the talk was on explaining coherence and Its useful-ness. The paper given in the coherence record emphasizes how to estimate

& coherence and how accurately this can be done. In underwater acoustics where
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20. (Cont’d)

~s1gnals are digitally processed at the outputs of two or more receiving sensors• It is desirable to estimate the coherence spectrum, both for detection and
position estimat~~~)

‘*A processing technique for computing arbitrary confidence bounds for
stationary Gaussian signals is presented. New cotnputationally difficult
examples are given for 80-95 percent confidence with independent averages
of 8, 16, 32, 64, and 128. A discussion of the computational difficulties
together with algorithmic details (Including the FORTRAN program) are
presented.
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V
CONFIDENCE BOUNDS FOR MAGNITUDE-SQUARED

COHERENCE ESTIMATES

PURPOSES, WE DEFINE THE COHERENCE BETWEEN TWO
STATIONARY RANDOM PROCESSES, A AND B, AS THEWhat is coherence? CROSS POWER SPECTRUM DIVIDED BY THE SQUARE ROOT
OF THE PRODUCT OF THE AUTO POWER SPECTRA . THE
COHERENC E IS A FUNCTION OF FREQUENC Y AND HAS

How and how accurately THE USEFUL PROPERTY THAT ITS MAGNITuDE SQUARED

IS BOUNDED BETWEEN ZERO AND UNITY . I T IS Ado you estImate It? NORMAL IZED CROSS SPECTRAL DENSITY THAT, IN

SOME SENSE, MEASURES THE EXTENT TO WHICH TWO

RANDOM PROCESSES ARE SIMILAR . Foa EXAMPLE,
THE PURPOSE OF THIS TALK IS TO ANSWER TWO TWO UNCORRELATED RANDOM PROCESSES ARE I NCOHERENT;

FUNDAMENTAL QUESTIONS: FIRST, WHAT IS COHERENCE ; THAT IS, THE COHERENCE IS ZERO BETWEEN UNCORRE-
SECOND, HOW DO YOU ESTIMATE COHERENCE AND HOW LATED PROCESS ES. FURTHER, THE COHERENCE BETWEEN
ACCURATE CAN THIS ESTIMATION BE. TWO LINEARLY RELATED PROCESSES IS UNITY. THE

THE MAIN EMPHASIS OF THIS TALK IS THE TWO PROCESSES UNDER CONSIDERATION CAN BE AN

EXPLANATION OF COHERENCE AND ITS USEFULNESS. UNDERWATER ACOUSTIC SOURCE AND RECEIVER PAIR

THE PAPER GIVEN IN THE CONFERENCE RECORD EMPHA— OR TWO RECEIVER PAIRS.

SIZES HOW TO ESTIMATE COHERENCE AND HOW ACCURATELY
THIS CAN BE DONE. THE IMPORTANCE OF DETERMINING -NEXT SLIDE PLEASE

CONF IDENCE BOUNDS FOR ESTIMATES OF COHERENCE W ILL
ONLY BE APPARENT TO SOMEONE WHO WANTS TO ESTIMAT E ACOUSTiC SOURCI
COHERENCE. THUS, THE TALK THIS MORNING WILL SHOW

RESULTS IN THE COHERENCE RECORD TO DETERMINE THE

ACCURACY WITH WHICH THE COHERENCE CAN BE

ESTIMATED .

HOW USEFUL THE COHER ENCE IS AND HOW TO USE THE ~~~~~

-NEXT SLIDE PLEASE-

Gab (~~~~T.b (f)
- 

. 

[Ga(f) G
~

(1)] ’4
ONE PHYSICAL PROBLEM THAT MOT IVATES THIS

RESEARCH IS THE DESIRE TO PASSIVELY ESTIMATE
2 GEOGRAPHICAL INFORMATION ASOUT THE STATE OF AN

0 ~ ~~~ I , Yf ACOUSTIC SOURCE. IN THE DEVELOPMENT HERE, AN
ACOUSTIC POINT SOURCE RADIATES SPHERICAL WAVES
THAT ARE RECEIVED FIRST AT ONE SENSOR *90 SOME
DELAYED TIME LATER AT A SECOND SENSOR. THE

a,b either source, recesver pair SOURCE IS ASSUMED STATIONARY FOR THE OBSERVATION
PERIOD AND THE SENSOR SEPARATION IS ASSUMEDor r csi ver, receiver pair KNOWN. EACH RECEIVED WAVEFORM IS OPSERVED IN
THE PRESENCE OF UNCORRELATED NOISE. THE PRO-

THE TERM COHERENCE HAS SEVERAL DIFFERENT BLEM WE ADDRESS HERE IS THE PHYSICAL INTER-
MEANINGS AND DEFINITIONS. THE ONE WE USE HERE PRETATION OF THE COHERENCE FOR THIS MODEL.
IS THE COMPLEX COHERENCE OR COEFFICIENT OP
COHERENCY DEFINED BY WEINER IN 193fl. FOR OUR —NEXT SLIDE PLEASE-
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IN THE GENERAL CASE, WE CAN MODEL THE
____________ ACOUSTIC PROPAGATION OF A SINGLE ACOUSTIC SOURCE

______ 
e AND NOISE CORRUPTED RECEPTION AT TWO RECEIVERS~~ 

~~[~~~APJj]_ !_ 
~~~~~~~~~ 

- - 
AS SHOWN HERE. IN PAR1 ICULAR, WE TREAT THE PATH
FROM THE SOURCE TO EACH RECEIVER AS A LINEAR

~ I 
_____ 

TIME INVARIANT FILTER . THE RECEIVER SIGNALS r

m SUB J AND r SUB K CONSIST OF THE FILTER OUTPUTS
PLUS NOISE.

I ~ r 1
2 

= 
A SPECIAL CASE OF THIS MODEL IS WHEN THE

Gr FIRST RECEIVER WAVEFORM CONSISTS OF SIGNAL PLUS
NOISE, AND THE SECOND RECEIVED WAVEFORM CONSISTS

— 
‘Tsr 12 OF AN ATTENUATED AND DELAYED SIGNAL IN THE

— PRESENCE OF UNCORRELATED NOISE. THE MATHEMATICAL

-
• 

GM I — l~sr ,
2 PR~~LEM OF ESTIMATING THE TIME DELAY OR EQUIVALENT

SOURCE BEAR I NG AND, THUS, SOURCE RANGE, IS CLOSELY
RELATED TO COHERENCE.

A SOURCE SIGNAL S EXCITES THE MEDIUM TO UNDER CERTAIN ASSUMPTIONS WE CAN SHOW THAT

YIELD AN OUTPUT Z. THIS OUTPUT Z IS CORRUPTED THE MAGNITUDE SQUARED COHERENCE BETWEEN TWO

BY ADDITIVE NOISE fl AND RECEIVED AS r . WE RECEIVER PA IRS IS THE PRODUCT OF THE INDIVIDUAL

CONSTRUCT A LINEAR MODEL OF THE MEDIUM THAT 
SOURCE—TO—RECEIVER COMBINATIONS. THUS, THE

GENERATES AN OUTPUT m . BY PROPER CHOICE OF 
RECEIVED SIGNAL—TO-NOISE RATIO IS THE RECEIVER

THE MODEL WE CAN MIN IMIZE THE MEAN SQUARE ERROR TO—RECEIVER MAGNITUDE COHERENCE OVER ONE MINUS

e, OR DIFFERENCE BETWEEN THE RECEIVED SIGNAL THE RECEIVER—TO—RECEIVER MAGNITUDE COHERENCE.

r AND MODEL OUTPUT m . THE MAGNITUDE SOUARED
COHERENCE BETWEEN SOURCE AND RECEIVER IS GIVEN 

-NEXT SLIDE PLEASE—

BY THE RATIO OF THE MODEL OUTPUT POWER TO THE ________________________________________________

NRECEIVER OUTPUT POWER. SINCE GAMMA SQUARED IS
BOUNDED BY UNITY, IT PROVIDES AN INDICATION OF

~~ WHAT PORTION OF THE RECEIVED POWER CAN BE ~~ 
A ,~ Bn*

ATTRIBUTED TO A MINIMUM MEAN SQUARE ERROR A ~~~~~~

LINEAR MODEL OF THE OCEAN MEDIUM . THE POWER = 

N

THIS SIGNAL-TO-NOISE RATIO IS GIVEN BY GA~~A 
L~ ’ ]

• RATIO OF THE OCEAN OUTPUT DUE TO THE SOURCE
VERSUS AMBIENT IS ALSO DIRECTLY RELATED TO THE [z IA nI

2 
~ I~n 1

2

• SOURCE-TO—RECEIVER COHERENCE. IN PARTICULAR,

SQUARED OVER ONE MINUS GAMMA SQUARED.
Now THAT COHERENCE HAS BEEN DEFINED, IT IS

-NEXT SLIDE PLEASE- APPROPRIATE TO DISCUSS ITS ESTIMATION. FROM EACH

OF TWO FINITE DURATION MEMBER FUNCTIONS OF CAPITAL
N SEGMENTS, WE WE I GHT EACH SEGMENT BY A SMOOTH

TRANSFORM VIA AN FF1, AND DENOTE THEM A SUB nj rJ WEI GHTING FUNCTION, COMPUTE ITS DISCRETE FOURIER

M 
Ii 

~ 

n~ AND B SUB n • AT ANY PARTICULAR FREQUENCY, THE

Ii + _______ 

COMPLEX COHERENCE IS ESTIMATED BY COMPUTING THE
THREE SUPNATIONS SHOWN OVER THE AVA ILABLE CAPITAL
II SEGMENTS. THE LOWER CASE fl DENOTES THE n -TH
DATA SEGMENT AND THE FREQUENCY INDICATOR IS NOT
SHOWN . IN THE NUMERATOR. WE MULTIPLY THE FF1 o~
THE A PROCESS BY THE COMPLEX CONJUGATE OF THEI1’rJ rk I = I~si~ I~ I~ Sr k 1

a
FF1 OF THE B PROCESS AND SUM OVER N SEGMENTS
TO OBTAIN AN ESTIMATE OF THE COMPLEX CROSS SPEC-

— 
I ‘r~, ~ I THUR. IN THE DENOMINATOR WE SUM THE MAGNITUDE

SQUARED Ffls OVER THE N TIME SEGMENTS. UNDER

I — rk I 
CERTAIN SIMPLIFY I NG ASSUMPTIONS GIVEN IN THE
CONFERENCE RECORD WE CAN DETERMINE THE STATISTICS
OF THIS ESTIMATOR .

-NEXT SLIDE PLEASE
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CONCLUSIONS

I~I~ I • COHERENCE

/ 
. NOR MAUZED CROSS SPECTRUM

- - ( 
/ • SIGNAL TO NOISE MEASURE

. LINEA RITY MEASURE

• ESTIMATION

o ___________ • DIFFICULT
0 95% BOUNDS • BOUNDS LARGE

= 0.7 (0.3 . 0.86)

IN THE CONFERENCE RECORD WE DISCUSS HOW TO IN CONCLUSION, WE HAVE LOOKED AT WHA T THE
DETERMINE THE CONFIDENCE BOUNDS. FOR A PARTICULAR COHERENCE IS. WE HAVE SEEN THAT IT IS A NORMALIZED
NUMBER OF FF1 AVERAGES (N — 8) AND A PRESPECIFIED CROSS SPECTRUM THAT CAN PROVIDE A MEASUR E OF SIGNAL—
CONFIDENC E BOUND (95%), WE OBTAIN THE TWO CURVES TO-NOISE RATIO AND THE EXTENT TO WHICH THE OCEAN
SKETCHED HERE. WHEN WE OBTAIN AN ESTIMATE OF MEDIUM CAN BE MODELED BY A LINEAR FILTER. IN

k GAIN~A SQUAi~ED FROM THE SAME NUMBER OF FFTs AS TERMS OF MEASURING COHERENCE, WE HAVE PRESENTED

USED TO DRAW THE CURVES, WE USE THESE CURVES TO ESTIMATION EQUATIONS THAT DEPEND ON THE APPLICATION
DETERMINE CONFIDENCE BOUNDS. IN PARTICULAR, IF OF SMOOTH WEIGHTING FUNCTIONS AND LARGE NUMBERS OF.

WE HAVE AN ESTIMATE DENOTED BY AN X ON THE OF FFTS, THESE COMPUTATIONAL DIFFICULTIES RESULT

ORDINATE, WE DRAW A HORIZONTAL LINE FROM THE X IN LARGE BOUNDS ON THE COHERENCE ESTIMATES.

UNTIL IT INTERSECTS BOTH CURVES. THEN WE DROP IN SUMMARY, THE COHERENCE IS AN EXTREMELY
TWO VERTICAL LINES TO THE ABSCISSA AND THESE ARE USEFUL DESCRIPTOR IN UNDERWATER ACOUSTICS THAT
THE CONFIDENCE BOUNDS. WE CAN THEN STATE THAT CAN BE ESTIMATED WITH CAREFUL ATTENTION TO DETAIL
THE TRUE VALUE OF GAIS~A SQUARED LIES IN THE AND LARC’E NUMBERS OF FFTs.
REGION BOUNDED BY THE TWO ABSCISSA VALUES WITH

THE PRESPECIFIED CONFIDENCE. FOR EXAMPLE , WITH -SLIDE OFF-
• EIGHT FFIs AND AN ESTIMATE OF 0.7, THE 95% CON-

FIDENC E BOUNDS ARE 0.3 AND 0.86. WITh 128 FFTs ARE THERE ANY QUESTIONS?
AND AN ESTIMATE OF 0.3, THE BOUNDS ARE 0.2 AND
0.38. Twiss, THE BOUNDS ARE LARGE EVEN WHEN THE
NWSER o~ FFTs IS LARGE.

-NEXT SLIDE PLEASE-
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ABSTRACT a ooth weighting function to reduce side—
lobe leakage; and 4) each data. segment is

In underw ater acoustics where signals sufficiently long to ensure adequa te spec—
tral resolution .are digitally processed at the outputs

of two or more r.c.iving sensors , it is The USC is useful in detectios~ ses
desirable to estimat e the coherence for ,vwnpl. (2) and (3) , but is a.l.ø of
spectrum both for detection and position value in estimating the amount of coherent
estimation. A processing techniqu. for power co~~on between two received signals .
computing arbitrary confidence bounds Therefore it would be desirable having
for stationary Gaussian signals is pre— estimated a particular value of USC to
seated. New coiiiputationally difficult state with certain conf idence that the true
examples are given for 80 to 95% con! id— coherence falls in a specified interval.
ence with independent averages of 8 • 16 ,. Early attempts to do this for 95% confid—
32, 64 and 128. A discussion of the enc. were a.cccmplished by Ea.ubrich (4] who
computational difficulties together with apparently used precomputed CDT curves and
algoritiNGic details an, presented . used a different method of pre sentat ion

than the one used here. Related confidence
work for the nagnitud. coherence ()IC) or

- IBTRODUCrION squarer oot of (2) is presented by Eoopmans
(5]. Repirical results for 95% confidence

The magnitude—squared coherence (USC ) are given by Benignus (6).
between two jointly stationary random 

____

processes x(t) and 7(t) i~ defined as DITZRUINING CCNYID~ tCE SOUBDS
Let C be the true but unknown pars..—

10 (f)~ 2 ter and be its estimate. Then there
C~~( f )  — o, Tx)G,~~ z , (1) exists a f amily of CDT. such as the two

skstched in Pig. (1) for all va lues of C
and N. Per a fix d value of 5, a numb.r of

where G,,( f) i~ the cross—spectral density — — 
~~~~~

‘ 7at frequency f and 0xa(~
) and G~y(f)  are vz 8—o. —-

• 
the sutospoctr al densities. The USC can
be estimated as in (1] by

l~ 
Z.,~(f)T5 (f)~

2

— (2)

_  

7

s—I. n—I.

where * denotes complex conjugat e , N is
• the number of data segments employed , and

Z5(f)  end Y (f)  are the Fast Fourier C 213

Transform (Pir ) outputs of the nth data
segments of z(t) and y(t) .  Both the USC ft7.0
and its estimates are bounded by zero and •• 

~ ~~ =unity. The c~~~ulat ive distribution
j  fussti~es (CDT ) for the USC estimate in (2) 0 .15 .5 .63 .84 1

have been determined in (1] under the P CDKLO(2/3) f ~~~uv(2/3)
assumptions that 1) th. data are jointly CDIILO(113) . CCNUR~(l/3)
stationar y Gaussian random processes : 2)
the N data segments are independent; 3) PIG. (1). PLOT OF CDT CURVES FOR
the data segments hive bees multiplied by 

~~~~~~ c—~,s, A~ID 38,  C 2/3

-\  

4
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CDT curves , such as plotted in Fig. (1) and 128 from outer to inner , resp ectively.
ar. generated for various values of C. Having made an estimate with a particular
Por each of th. numerous CDT curves , we value of N , only one pair of curves applies.
select, as closely as possible, the An excellent discussion of the types of
abscissa values such that the ordinate val— statements that can be made with coal id—
ues FL8 minus FL? yield the desired con-. ence bounds is given by Cramer (73.
fidence. The confidence intervals are not Suppose we obtain an eStimated USC of 0.7
unique, since there is no constraint such from N — 8 disjoint PFrs, then we draw a
as FL8 equal FL7. We have selected PL8 hnircctal line from 0.7 on Pig. (3b) for
equal FL? but could have selected TL8 and 95~ confidence limits and see where it
FL? such that the difference in abscissa intersects the pair of N — 8 (outer) curves.
values in Pig. (1) CONUP(C) minus CONLO(C) This occurs at (approximate abscissa

- ~- was minimum. However, as long as FL8 minus values) 0.3 and 0.86. Thus we state with
FL? equals the desired confidence the 95% confidence that the true but unknown
method presented here is correct. Now we parameter C falls in the interval (0.3, j
plot cONUP(C) and ~ONLO(C) versus C for 0.86). No matter what the true value of C,
this particular value of N. A result is we have a 5% probability of giving an
sketched in Pig. (2). incorrect statement. That is, if we make

many estimates of ~1SC and keep applying
_____________________________ the rule described (whether or not C is

d ude the true value of C tn the interval
that we specify 95% of the time. Some-
times the method of applying the rule is

: 

then a hori~ mtal line does not intersect the

~~~
7

/

/ 
rando. or constant) we will correctly in—

in doubt as for example in Fig. (3b) if
the estimate comes out to be 0.3 and N — 8

upper conticàeuce limit curve unless we
extrapolate it backwards. Doing t’is means
making statements like: - with 95% con! id—
ence the true ~tSC is in the region (—0.1 ,
0.82). Since we know apriori that the
true value of C is non—negative, we could
just as easily say (but with no more
coafldence~ that with 95’ confidence (forN — 8 and — 0.3) the true USC falls in
the region (0.0, 0.82). Moreover, if both

0 ___________________________ intersections result in negative regions
0 C 1 (i.e for example when C — 0.001 and N a 8)

we may have to make statements like with
PIG. (2). HANDSKETCH OF CONFIDENCE 80% confidence the true USC lies in (0.0.
BOUNDS FOR £ PARTICULAR VALUE OF N 0.0). However, if we continue to apply the

rule and run the experimental trials we
will make correction statements “80~” of
the time. It is interesting to note that
due to the properties o~ the estimate andour selection of FL7 and FL8 that larger
values of N do not always result in the

MARING CONFIDENCE STATEMENTS upper confidence bound being lower. This
ABOUT USC ESTIMATES also occurs in NC estimate confidence

limits (5]. It is also interesting to
A computer program has been written to note that while increasing ~ is desirable,evaluate the CD? and confidence limits, the confidence bounds for N — 128 are still

The mathematical details of the CDT as a very large. For example, even when N
finite sum of 121 bypergeometric functions, 128 if ~ — 0.3 the 95% confidence intervals
each one a polyac.ial, are given in [2]. ar. still (0.2, 0.38) and the 80% confid—
Tor large values of N and C, a brute force ence intervals (0.24 . 0.36) are not much
approach to computing the CDT results in better.numeric overflows, attempts to avoid this
problem can result in underf lows or other RE~~REN~~~
inaccuracies. The program listed in the 1. 0. C. Carter, C. H. Enapp , and A. H.
ia orporates CDI values when C equals zero Squared Coherence Function via Over—
Appindix avoids these difficulties , it also Nuttall, “Estimation of the Magnitude—

or unity, since these can be computed in lapped Past Fourier Transform Proc-closed form. essing’ 1W Trans. Audio Electro—
Pigur.. (Si) and (3b) are computer Vii. AU 21, pp. 337.344, Aug

generated 80% and 95% confidence limits,
respectively. The five pairs of curves 2. 0. C. Carter. “Receiver Operating
in each figure are for N — 8, 18, 32, 64, Characteristics for a Linearly Thresh—

5
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bolded Coherence Estimation Detector ” , CONF. LIM!T 80.O
IEEE Trans. Acoust. Speech. Signal ~. — — __________

Pr ocessing, vol . £S~P— 25, pp. 90-92 ,

~eb l977 _ j  
_ _ _ _  -3. J. J. Gosselin, “Comparative Study of — — — -

Tee—Sensor (Magnitude—Squared C,.Ij.~ence)and Single—Senso r (Square —Law ) R.ceiv— : — 
_______________ /

er Operating Characteristics”, Proc. I — - —

IEEE ICASSP—77, pp. 311—314. 1977 ~~ ‘
- 

4 
4. H. A. Haubrich, “Earth Noise 5 to 500 ~~ 

— —

Millicydles per Second , 1. Spectral 
/

1

Stationarity, Normality and Nonlinear- ~ity”, J. Geophysical H..., vol. 70, Not 
— —

1 
6, pp. 1415.1427, 1965 / 1/’

5. L. H. Zoo~— ”s, The Spectral Analysis ‘-o 
— — - — — —

of Time S.ri.$, Academic Press , øew !
1 6. V. A. Benignus, “Estimation of Cober- ~~~~~ 

— — — — —
~~- I ence Spectrum of Non Gaussian Time

Series Populations” , 1W Trans . Audio . — — — — —-Electroacoustic., vol. AU—17 , pp. 198— //201, ~~~~ 1969 (and Sept 70 correction) ‘~

7. H. Cramer, Matbamatical Methods of 0 — — — —

tics, Princeton University Press

0

0.0 0.! 0.2 0.3 0.4 0 3 0.0 0 7 0.0 0.1 1 0
SA~WLX OUTPUT FROM PRO(BAM CON 8NOS

LISTED IN APPENDIX PIG. (3a). 80% CONFIDENCE LIMITS FOR

a .oo~ .014 .2an ~~~~~~ N — 8, 16, 32, 64, AND 128
8 .167 .C5~ •~o7 .015 .611
$ .33! .iSu. .626 .~ A1 .7.’?o .soo •30~ ,7’el. .175 .8i5 CoNr. LIMIT—95.O
8 .667 .50 ! 838 .3AS .&i.A a 

__________

8 .633 •73~ •92, .637 ,9u7
8 1.000 L.00~ 1.090 1.0’’ t.0e~lb .005 .057 •1~~ .00~ .218 

• — — — — —

16 467 .0~ 5 .47~ .~23 ~~~~ 
•

16 .333 .L9~ .533 .111 ,61q .
16 .50 .35a .669 .259 72 — —
16 •eo .5aa •7d9 .438 •
t~~ ~~~ ~~~ i::~o ~~~ ~~~~~ 

— — 
~~~~ 

—

32 .009 .003 •072 •07 1 .14a • —
is .J.e7 •‘~oq ,~~oi .0411 ,3~9 — — —- —

32 .33’ .22! 470 .164 .532 ..‘ ,/
~~ .ao~ ~~ •618 ,3~ 7 •6~~ 8’. — —  —32 .657 ~~~ •754 .583 .759 ~ d
32 .o3~ .753 .552 •7 7  •5ç9 ;_
32 1.000 1.O0~ 1.000 1.070 1.001 ~~d — — _ — —
O~ .UQc .~~Q& •U~6 .003 .057
64 .1sT .102 .256 .071 .3t8 — — — —64 .33.~ .253 •4d6 .239 .476
511 .SOç .423 .586 .377 .6~564 .bo7 .605 .7~ 9 .567 •7~6 d — -— —

64 .633 ,79p .869 .775 •6a9 
— 

_______5, ~,.U0O 1,VUQ .1,000 J ,0~0 1.030 — — —185 .00~3 .091 .018 .0’20 .0a9 d

~~b •1e7 .119 .2.30 .0911 •~~9 • 4a. . S .‘O .24 •4.7 -

6 ~~5 .50 ,4i*5 .565 .11.13 5ç9 0.0 0.! 0.2 0.3 0.4 0.3 0.0 3.7 0.0 0.1 1.0

1~
$ .657 .623 . 716 .597 ~~~ 

—I 81105
Iss .á~~ .8~~ ,.o0 .793 ~~~12$ 1.000 1.00’j 1.000 1.0~~ j .o~~~ 

PIG. (Sb). 65% CDNYIDENCE LIMITS FOR
N $ , l6, 32, 64, AND 121

~~II PA~3 IS HEST QUI~2~IT! PBAcI1CA~~~

- - 

6
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APPENDIX. PROGRAM FOR CONFIDENCE SOUNDS

~~~~~~~~~~~~~~~~~~~~ 1,~~~i.H N~~7 
C0.ILO( IL, I,.a. IC+1)~~

CIr.E’ISION ,~(t~ j).LAEC5).FIL (2) 
520 IF (‘~(1 L.G~ .FL5) Go TO 

570

~0uuL~ PpECISl~eH C2 ,C3 ,C4 .T.E.TZ.F IF’ (~~(L+L 1 .LT.FL8) GO TO 570

..,L.E? ’SI~ N I.UP(2,uf,,r1CI,CO~L0(2,N~
,
~’C) ~3 =

:~(I4.1) — d c l )
t•:~~s51Cpj A (,~C)DV.IC~ C),Y2(HC) 

((j t)/1~~~0) + UF~oe(I))/IlC0 OS~
)

~0 5i~ IL:1,p — C0,IU I L . L . J . ZC + l )
s,U 5~~ T4 i.’.~lI 570 CO,,Tt’.’JE

- b~ 50 LC:1.~JC 
- - - -  — 

~~~ c0 Txr~u~
C0l~UP(LL.J..l.IC)t.0 

- S~0 COnTINUE

CONLO IL, L,j,1C1 0.O 
600 COI4TV~’.JE

50 C0I~T1Pj*J!~ 
00 6~O IL—i’Z

• L°o~~Jlc—2 
00 640 Ij~~ .NN

tOO DO 6OC t~=t.~.0OP 
N 2*al.J

200 
C F%.OAT(IC)/FLUATtNG L3 

1 ’  
COI~~~IC_UflLO

AT(NC .1)

FL6 654(IL.L5) L Fi :COULtItt.! ,J.IC)

300 00 580 I.i: ~.l~N - 
I F2 CONUPCL.IJ.IC)

F3 CC~N L Qr 2 .TJ . I C)
41.00 00 410 I 1,1O1 

. FI CONUP(2.I.J.IC)
PRtN~ ~~~~

I40 C0sTDiUc~ 
630 FORMAT (1X,L5.5F6.S)

A 1.O—FL.OA1 CN) 
A40

CM.L. CQUPRS

FLS t.@—FL7 
flO 7~~fl ?I :i .~~

TE P:i .,IFi OAt ( I$ — 1 l FIL:65+IIL.15)

? ~ — - — $

COMJP (ZL L~ 1)1. 
p~ (FL7~*TFUp) 651’ FORI4tiT(’COhF. LIMIT ’ .F~ .1.’ IS

CO1!UP(IL;I,.p;111C) 1.O 
CAu. TEii E,LAB.100 .$COId 8NOSS’.1OO~P

COP4LOC IL.L,.NIC) 1.O ~JcrtMATEO nce.a~.tOft,h~~&.)

~O 51.0 K:1.,100 I CAU.. FRAME
______________________________________________ CM..L_GRpF((~

.0.0.t.1.0P0.0a0.l ”°~CAU. GRID 11.1’)
I 00 740 tJ~~~,~~N

IF (j .EQ. 0) GO TO 1160 So 700 IC~L,NC
C4:Ci~~ i/ (  1-Zi ______________ ______________ __________

- YLUC)CONUP(IL IJ
~
LC)

________________________________________ ‘t2IIC):CONLO(I%.’W’IC)
IFCE •f.Q~ ~) GO TO 480 700 CUI.IT!14UE
IR N—2 ITENP~~J4
00 470 L 0.IR CALL. M4~RKE~~(ITE~P)

__________________________________________ c~iu... CUPVE(X,Y
1~PlC.1)

cAu CURVE(X .Y2~NC.l)

F T  ~a0 COMTV.UE
IFIL,E6.0)GO TO ~55 

CAU. E.~10PL(IL)
30 450 1n1.L L.~!~° 

CONTINUE -
~~~~~~~

(1~~~2—l I CAu.. OONEPL
________________________________________ END

T TaZ.(Ft.0AT (A.K1)/~K).(FL0AT(K1 L)/FIC)IF(T.L1.fl..,flOl.F.t.lGO TO 45!
F’ F.T
COn~TIP1UECONTIN UE

l$I~ .GT ,FLa)GQ T O 11.80 
—

~7G CONTIN{JE
480 B (K ) P

~F(P.GT.F~..a)G0 TO 515510 CQNTItèUE
L 515 cONTIMJE

1! (8 t I ) . O c.FL7) GO TO,520
IF I8(1,1).LT.FL7) GO TO 520
Q2~~C1Pu—c.. c I)

•

~~~~ 
00 570 1:1.100

I ,
~ 

_____________________  
- - 

7— J
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INITIAL DISTRIBUTION LIST

Addressee No. of Copies

NSWC, White Oak Laboratory (L. Miller) 3
NRL (A. El ler, A. Gerlach (3)) - 5
NAVELECSYSCOM PME-124 2
NAVSEASYSCOM 06H2-4 (R. Coc erill)

06H1-11 (D. Por r)
06H1-1 (J. Neel ey 3

NAVA IRDEVCEN , Warniinster, Code 52 3
NAVWPNSCEN, China Lake 3
NAVCOASTSYSLAB (C. Bennett) 3
CIVENGRLAB (R. Johnson) 3
NAVSURFWPNCEN 3
NOSC (G. MohnKern) 10
NOSC Library, Code 6565 1
NAVPGSCOL 1
ARL/PENN STATE (F. H. Fenlon) 2
ARL/UNIV. of TEXAS (M. E. Frazer 2
DDC 12
MARINE PHYSICAL LAB, SCRIPPS - 

1 . -
WOODS HOLE OCEANOGRAPHIC INSTIT ION -3
ENGINEERiNG SOCIETIES LIBRARY , NITED ENGINEERING CENTER 1
SACLANT 1
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